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done to make a real science out of immersive virtual en-
vironment design.  Until that research is carried out, it is
the experience of those who have grappled with the illu-
sion of immersion that can provide the insights needed
for more and more successful systems to be developed.
Thus the presentations in this course will be based on
personal experience, and so will be filled with largely an-
ecdotal accounts of what works and what does not.

A note on nomenclature:  I often use the phrases
“Immersive virtual environments”, “virtual environ-
ments”, “virtual reality”, and “VR” interchangeably.
When I use any of these phrases, I always mean “immer-
sive virtual environment” as described in the first para-
graph.  This is somewhat different from what has become
the common usage of the phrase “virtual reality”, which
has been used to describe just about anything in comput-
er graphics, and sometimes the use of computer graphics
to mimic the real world.  As Ted Nelson pointed out dur-
ing a SIGGRAPH’89 panel, all of computer interaction
involves virtual reality.  While this is true if the words
“virtual reality” are taken literally, this is not what was
meant by those who started the virtual reality field.
Thus, for example,  in my usage of the phrase, photo-re-
alistic rendering, holograms, and anything requiring off-
line rendering of frames do not count.  

What is special about immersive virtual environ-
ments is the paradigm they introduce into computer-hu-
man interfaces: to interact with a computer-generated
thing, as opposed to a computer-generated picture of a
thing.  This paradigm goes almost as far back as three-di-
mensional computer graphics, but it is only in the last
few years that the paradigm has become feasible as an
actual interface.  Another perspective on this new para-
digm is that we are controlling objects in the computer
environment directly, not through buttons, sliders, key-
boards, or mice.  We are reaching out and grabbing,

 

1.1  What is an Immersive Virtual 
Environment, and How do I Get One?

 

Immersive virtual environments is the integration of
computer graphics and various input and display tech-
nologies to create the

 

 illusion of immersion

 

 in a computer
generated reality.   The user interacts with a world con-
taining seemingly real, three-dimensional objects in
three-dimensional space that respond interactively to
each other and the user.  The methods, techniques and
technologies involved in attaining this illusion are the
subject of this course.  The techniques discussed are
based on currently available commercial technologies,
from the perspective of immersive systems that have ac-
tually been developed.  

The attainment of the illusion of immersion place
severe demands on all elements of a computer system.
The display must enhance the illusion, the computer sys-
tem must sense the user as unobtrusively and naturally as
possible, and the entire illusion must 'hang together'.  It
turns out to be quite difficult to create systems that have
the required performance to sustain the illusion of im-
mersion.  The usual methods of designing integrated in-
teractive systems are, while important and relevant, not
sufficient to create working immersive virtual environ-
ments.  Notable success has been attained in 'hard-wired'
applications, and quite a bit of work has been done in the
construction of 'virtual reality design systems'.  One les-
son that stands out is that at the current state of technol-
ogy the successful creation of the illusion of immersion
is a delicate art, in which many parameters of a system
have to be 'just right'.  In this course the designers of both
applications and general systems will discuss the various
design philosophies and approaches that have proven
successful.  There is a great deal of research that must be

 

1  Introduction
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pointing, pushing, and talking to things just as we do in
the real world.  This paradigm integrates interactive de-
vices, computation, and display in a way previously
found only in certain classes of applications.

Immersive virtual environments involve a whole
new set of constraints.  The primary constraint is one of
speed.  All computation and rendering involved in virtual
environments must take place at high speeds (at least ten
frames/second) to support the illusion of immersion.
The overhead involved in high-level programming con-
structs often introduce unacceptably slow performance.
Another constraint is the desire for natural interaction.
These kind of constraints have been addressed in fields
such as flight simulation and action game design.  The
methods of meeting these constraints in these cases are,
however, often very expensive, always special case, and
usually highly constraining on the kinds of things the
programs could do.  Immersive virtual environment de-
signers can certainly learn from these other fields.  The
task of the virtual environment field is to learn how to
satisfy these and other constraints in ways that can be ap-
plied to any application which would find an immersive
virtual environment interface useful.  It is almost certain-
ly too soon to expect a single method or design philoso-
phy to be developed for all cases, but hopefully we will
soon see a general set of guidelines which show how to
develop a working virtual environment system.

Speaking personally, I feel rather strongly that the
development of virtual environment systems is a very
different and new branch of computer science.  It has yet
to develop an integrative theory of design.  In my expe-
rience I have many times thought that I understood how
to create a virtual environment only to discover that there
is some crucial aspect that I had not accounted for.
Things like this are only discovered during the develop-
ment phase and often force significant design modifica-
tions.  Every time I think I know a paradigm for virtual
environment development, the very next application I try
to build does not fit that paradigm.  I have seen many of
my colleagues have the same experience.  In a sense vir-
tual environments is a field with very little data.  There
are very few working applications, and fewer controlled
experiments.  We do, however, have a sizable body of
isolated facts and principles of what works and what
does not.  It is my hope that this course contributes to the
widespread design of interesting, working immersive
virtual environment applications.

There is a moral here:  Every new immersive virtual
environment application project is embarking on un-
known and poorly understood ground, and is more a re-
search project than an engineering project.  Keep that in
mind when promising schedules to people.

OK, so I've made it sound really hard.  Sometimes it
is.  Yet the payoff in terms of new ways of using comput-
ers to do real work is truly fantastic.  It is also one of the
most fun fields in computers today.

 

1.2  A Brief Outline of What It Takes To Feel 
Immersed

 

To feel immersed, you must feel that there are things
all around you.  You must take these things literally as
objects with position and properties. One good test of the
illusion of immersion is the following: if you turn away
from something in an environment, that thing should feel
like it is still there, just out of your field of vision. In this
case, the object has a strong sense of presence.   If the
things in the environment have behavior and react to
your motions, you will take those objects more seriously
as actual things and the illusion of immersion will be en-
hanced.  The task of virtual environment systems is the
creation of the illusion of immersion using various con-
trol and display devices hooked up to graphics computer.  

 In the classic (more than three years old) realiza-
tion, virtual environments use head tracked, wide field
stereoscopic displays that are coupled to the user's head.
This allows the computer graphics system to correctly
render the computer generated scene from the user's
point of view.  The display should completely fill the
field of view, blocking out real-world dissonant images.
Anecdotal evidence indicates that when a scene fills up
more than 60 degrees of your view you become more in-
volved in the scene, so wide field of view is important.
When the you turn your head in such a system, the scene
is drawn from the correct point of view.  Objects seem to
stand still while you turn your head, exactly as in the real
world.  In these systems, the user typically controls the
environment through 'touching' the virtual objects via
some direct interface, mimicking the real world interac-
tion of picking up real objects.  This is usually performed
via an instrumented glove which tells the computer the
position of the user's hand and the gesture the user may
be making.

In order to create the illusion of immersion in a con-
vincing world, it is not necessary to draw graphics that
'looks real'.  Photo-realistic rendering is typically not
necessary to create the illusion of reality.  The key idea
is that the virtual environment system is not trying to
mimic the real world.  It is trying to create a different
world that one interacts with as if it were real.  This re-
quires the virtual world to have the behavior of a real
world, and as one walks around one should see this vir-
tual world from your moving point of view.  This puts
extremely demanding constraints on the virtual environ-
ment system:  The computer must run at high speeds,
performing any drawing and computation necessary in,
at most, a tenth of a second.  With slower performance
the images look like successive pictures rather than a
view into an environment.  The hardware that tracks the
position of the user must be simultaneously fast, accu-
rate, and unencumbering.  The display system must fill
the user's field of view no matter what direction the user
is looking, while presenting a high resolution display.  

The demand of running at ten frames/second drasti-
cally limits the number of objects that may be rendered
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and the detail with which they may be drawn.  The fastest
computer graphics systems available today advertise
drawing speeds of a million polygons/second.  This
means, for a system that runs at ten frames/second, that
the scene can only contain at most 100,000 polygons.
Actual performance is considerably slower than this.
You will not be able to put very much detail in a scene
which fills your field of view with less than 100,000
polygons.  

Today systems exist that perform these tasks fairly
well, though by no means as well as one would like.
They are rather expensive and are still very much in the
research phase.  Subsets of virtual environment technol-
ogy such as stereo workstation displays, hand tracking
with gloves as three-dimensional mice, or head tracking
to 'look around' an object can also be used in otherwise
conventional workstation environments.   

 

1.3  Why should you want a virtual 
environment?

 

Because they’re cool, right?  They are, but unless
you actually enjoy doing nothing but giving LOTS of
demos, you should have a good reason for building them.
Virtual environments are a tool, and like all tools there
are uses that make sense and uses that do not.  Imple-
menting a virtual environment is a lot of work, so before
you start an implementation you should think about
whether or not it makes sense. 

Virtual reality has been the subject of a great deal of
hype lately.  Many claims have been made about how
VR can be used to solve all sorts of problems.  While
many of these promises are quite realistic in the long run,
current technology is very limited, and this limits the
kinds of problems that VR can solve.  Many obvious ap-
plications of virtual environment technology are beyond
the reach of current technology.  There are, however,
many other applications that can be implemented in a
virtual environment context now.  Identifying these ap-
plications is surprisingly tricky.  An application that al-
most works but contains some disabling bottleneck that
cannot be avoided will not work well in a virtual environ-
ment. Anticipating these bottlenecks can be difficult.
Which types of applications benefit from virtual environ-
ments is an open question.  Much research, in the form of
trying different applications, remains to be done.  

There are some things that can be said at this point.
Virtual environments almost certainly help if your appli-
cation involves three-dimensions in some way.  Virtual
environment displays give a very good sense of the
three-dimensional structure of objects.  If your applica-
tion requires three-dimensional control, then you  will al-
most certainly benefit from the input aspects of virtual
environments.  Many applications which involve three or
more abstract dimensions can be mapped to three spatial
dimensions and then implemented in a virtual environ-
ment context.  

The above criteria tell only if your application

MIGHT benefit from virtual environments.  They do not
tell if the application would actually work as a virtual en-
vironment.  Several kinds of things  can make an imple-
mentation fail.  Can the rendering task be done in less
than a tenth of a second?  Does the control need to be
very precise?  This is not possible with currently avail-
able trackers, so i.e. drawing programs would not work
very well.  How will the user control the environment?
Manual tasks are fine with trackers and gloves, but how
will you input text?  You can’t see the keyboard while in
the environment.  Does your application require very
high quality rendering at high resolution?  Current ste-
reoscopic head-tracked displays are notorious for poor
image quality.  Is there some bottleneck such as large
data access that can prevent your application from run-
ning at the speed required?    

These problems are primarily technological in na-
ture and will eventually go away as the technology im-
proves.  This will not be soon, however.  For the
foreseeable future (~ten years) virtual environments will
be continually pushing at the boundaries of what the
technology allows.  

The kind of application that we know works well in-
volves three-dimensional structures and graphics that do
not have too much detail.  Architectural walkthroughs
and simple ’cartoon’ environments are examples.  Man-
ual tasks such as the placing or orienting of objects also
work well so long as the placement does not have to be
too precise.  Molecular modelling, 3D games, and simple
sculpting work as interactive applications.

Very rich data applications benefit from virtual en-
vironments because the combination of three-dimension-
al display and control allow the user to intuitively
explore the environment.  An interesting class of appli-
cations which is currently finding some success is scien-
tific visualization. These applications often involve the
display of complex high dimensional data.  Virtual envi-
ronments create the capability of seeing the three dimen-
sional structure of various graphical representations of
data.  Additionally, the ability to directly interact with
data via, for example, hand tracking allows the user to
cause data to be displayed selectively, thus allowing the
exploration of complex data sets.  This capability means
that the user does not have to display all potentially inter-
esting information at once, thus avoiding complex and
difficult to understand displays.  In addition to the obvi-
ous advantages of truly three dimensional display and in-
teraction, the type of graphics that one draws in scientific
visualization is well suited to virtual environments.  Dis-
plays in scientific visualization are typically highly ab-
stract and represent  highly idealized representations of
data.  The graphic objects in a scientific visualization dis-
play are often fairly simple by design, and so can be
drawn with the speed necessary for virtual environments.
Simply put, most data involve abstract concepts whose
graphic representation is entirely created by the user.
This representation should contain only enough detail to
present the desired data.  
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1.4  What you will get out of this course

 

In this course, you will be introduced to the basic
hardware and software concepts behind virtual environ-
ment systems.  The integration of these technologies into
a working, high performance system will be discussed.
Various interface ideas will be presented, along with sev-
eral examples of scientific visualization applications.

The content of this course is existing technology and
existing applications.  It is primarily based on the expe-
rience of the instructors and people they know (see ac-
knowledgments).  There will be almost no discussion of
research ideas or technologies under development.  

This introductory survey will describe the basic
technologies behind virtual environments.  It will be fol-
lowed by several applications described by those who
designed them.  It is hoped that you can learn from the
successes and mistakes of others.  Then you can go and
have interestingly different successes and mistakes
which will teach all of us new and interesting things
about how to build virtual environments.

What will not be given is a formula for creating use-
ful applications for given application problems.  Virtual
environments is still an infant field, and fundamental
questions about the best way to build systems, to inter-
face with the environment, and to design graphics for
specific problems remain unanswered.  Applying virtual
environments in any field, not just scientific visualiza-
tion, is a research effort.  What you will have after this
course is the background necessary to create your own
solutions for designing your own approach in the appli-
cation of virtual environments.
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