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Abstract
Manipulation in immersive virtual environments is difficult
partly because users must do without the haptic contact with
real objects they rely on in the real world to orient themselves
and their manipulanda.  To compensate for this lack, we pro-
pose exploiting the one real object every user has in a virtual
environment, his body.  We present a unified framework for
virtual-environment interaction based on proprioception, a
person's sense of the position and orientation of his body and
limbs.  We describe three forms of body-relative interaction:

• Direct manipulation—ways to use body sense to help con-
trol manipulation

• Physical mnemonics—ways to store/recall information
relative to the body

• Gestural actions—ways to use body-relative actions to is-
sue commands

Automatic scaling is a way to bring objects instantly within
reach so that users can manipulate them using proprioceptive
cues.  Several novel virtual interaction techniques based upon
automatic scaling and our proposed framework of propriocep-
tion allow a user to interact with a virtual world intuitively, ef-
ficiently, precisely, and lazily.  We report the results of both
informal user trials and formal user studies of the usability of
the body-relative interaction techniques presented.

CR Categories and Subject Descriptors:  I.3.6
[Computer Graphics]: Methodology and Techniques -
Interaction Techniques; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism - Virtual Reality.
Additional Keywords: virtual worlds, virtual environ-
ments, navigation, selection, manipulation.

1 MANIPULATION IN A VIRTUAL
WORLD: WHY IS IT HARD?

1.1 The Problem
The promise of immersive virtual environments is one of a
three-dimensional environment in which a user can directly
perceive and interact with three-dimensional virtual objects.
The underlying belief motivating most virtual reality (VR) re-
search is that this will lead to more natural and effective human-
computer interfaces.  Promising results in several key applica-
tion domains have been demonstrated:

Domain Example Applications
"Being There",
experience for the sake
of experience

Phobia therapy: [Rothbaum 1995]
Aesthetics: [Davies 1996]
Entertainment: [Pausch 1996]

Training and practice of
different skills

Surgery: [Hunter 1993]
Military : [Macedonia 1994]
Maintenance: [Wilson 1995]
Wayfinding: [Witmer 1995]

Visualization of
unrealized or unseeable
objects

Architecture: [Brooks 1986]
Fluid Flow: [Bryson 1992]
Nano-surfaces: [Taylor 1993]

Design 3D models: [Butterworth 1992]
Cityscapes: [Mapes 1995]

Table 1: Successful Virtual-World Application Domains

The number of successful virtual-environment applications,
however, still remains small, with even fewer applications
having gone beyond the research laboratory.  Why?

Many of these successes fall within the realm of spatial
visualization.  The applications exploit the intuitive view
specification (via head tracking) offered by VR systems but
make little use of direct virtual-object manipulation.  Why is it
difficult to do much more than look around in a virtual world?

Besides the well known technological limitations such as sys-
tem latency and display resolution, several less obvious factors
have hampered development of "real-world" virtual-environ-
ment applications.

1) The precise manipulation of virtual objects is hard.
Although immersion, head-tracked view specification, and six
degree-of-freedom (DoF) hand tracking facilitate the coarse ma-
nipulation of virtual objects, the precise manipulation of vir-
tual objects is complicated by:

• Lack of haptic feedback:  Humans depend on haptic feed-
back and physical constraints for precise interaction in
the real world; the lack of physical work-surfaces to align
against and rest on limits precision and exacerbates fa-
tigue.  Though there is considerable ongoing research in
the area of active haptic feedback [Durlach 1995], general-
purpose haptic feedback devices that do not restrict the
mobility of the user are not yet practical or available.
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• Limited input information:  Most virtual-environment
systems accept position and orientation (pose) data on the
user's head and (if lucky) two hands.  One also typically
has a button or glove to provide signal/event information.
This suffices for specifying simple 6 DoF motion and
placement.  In the real world, we do this and much more:

a) Object modification, usually with tools.
b) Directing the cooperation of helping hands, by spo-

ken commands ("Put that there").
c) Measuring.
d) Annotating objects with text.

Today in most VR systems:

a) Tool selection is difficult.
b) Voice command technology is marginal.
c) Measuring tools are rarely available.
d) Alphanumeric input is difficult.

• Limited precision:  The lack of haptic and acoustic feed-
back, inaccurate tracking systems, and whole-hand input
typical of current VR systems restricts users to the coarse
manipulation of virtual objects.  Fine-grained manipula-
tions are extremely difficult using this "boxing glove"
style interface.  Shumin Zhai of the University of Toronto,
for example, has demonstrated that users' task completion
times were slower in a 3D docking task when using a 3D
input device which excluded the use of the fingers (vs. a
similar device that utilized the fingers) [Zhai 1996].

2) Virtual environments lack a unifying framework for interac-
tion, such as the desktop metaphor used in conventional
through-the-window computer applications.  Without haptics,
neither real-world nor desktop computer interaction metaphors
are adequate in a virtual environment.  Knowledge on how to
manipulate objects or controls can no longer be "stored in the
world" [Norman 1988], with the physical constraints of the de-
vices giving the user clues as to their use (e.g. a dial can only
be rotated about its axis).

The desktop metaphor further breaks down when the user is in-
side the user interface.  Interface controls and displays must
move with the user as he moves through the environment and
be made easy to locate.  The differences between working in a
conventional computer environment and working immersed are
analogous to the differences between a craftsman at a work-
bench and one moving about a worksite wearing a toolbelt.
His toolbelt had better be large and filled with powerful tools.

1.2 A Solution: Use What You Have
Without touch, a user can no longer feel his surroundings to tell
where he is nor use the felt collision of a manipulandum with
stationary objects to refine spatial perception.  It is impera-
tive, therefore, to take advantage of the one thing a user can
still feel in the virtual world, his body.

A person's sense of the position and orientation of his body
and its several parts is called proprioception [Boff 1986].  We
propose that proprioception can be used to develop a unified
set of interaction techniques that allow a user to interact with a
virtual world intuitively, efficiently, precisely, and lazily.

We describe several novel body-relative interaction techniques
based on the framework of proprioception.  These techniques
provide better control, precision, and dynamic range during
manipulation and take advantage of additional input informa-
tion such as data from the user's head or second hand.

We present automatic scaling as a means of instantly bringing
objects in reach so that users can manipulate them using pro-
prioceptive cues.

Finally, we present the results of formal users studies designed
to evaluate several core aspects of body-relative interaction.  In
addition, throughout the paper, we provide anecdotal data from
the tens of demonstrations that were given to students, faculty
and visitors at the University of North Carolina during devel-
opment of the interaction techniques presented in this paper.

2 PROPRIOCEPTION AND BODY-
RELATIVE INTERACTION

In a series of user observations, we have found that body-rela-
tive interaction techniques (exploiting proprioceptive feed-
back) are more effective than techniques relying solely on vi-
sual information.  Such body-relative interaction techniques
provide:

• a physical real-world frame of reference in which to work
• a more direct and precise sense of control
• "eyes off" interaction (the user doesn't have to constantly

watch what he's doing)

A user can take advantage of proprioception during body-rela-
tive interaction in at least three ways:

• Direct manipulation: If a virtual object is located directly
at the user's hand position, the user has a good sense of the
position of the object (even with eyes closed) due to pro-
prioception, and thus a greater sense of control.  It is eas-
ier to place an object precisely by hand than when it is at-
tached to the end of a fishing rod.

• Physical mnemonics: Users can store virtual objects, in
particular menus and widgets [Conner 1992], relative to
his body.  Since a user can no longer feel the world around
him, it can be difficult to find, select, and use virtual con-
trols in world space, especially if the user is free to walk
about the environment.  If, however, controls are fixed
relative to the user's body, he can use proprioception to
find the controls, as one finds his pen in his pocket, or his
pliers in his tool belt.  If controls are attached to the user's
body, they move with him as he moves through the envi-
ronment and are always within reach.  Finally, controls
can be stored out of view (behind the user's back for exam-
ple), reducing visual clutter, yet remaining easily accessi-
ble (like an arrow from a quiver).

• Gestural actions:  Just as a user's body sense can be used to
facilitate the recall of objects, it can be used to facilitate
the recall of actions, such as gestures used to invoke com-
mands or to communicate information.

3 WORKING WITHIN ARM'S REACH

Interacting within a user's natural working volume (i.e. within
arm's reach) has these advantages:

• takes advantage of proprioceptive information
• provides a more direct mapping between hand motion and

object motion
• yields stronger stereopsis and head-motion parallax cues
• provides finer angular precision of motion

Often the target of manipulation lies outside of the user's reach.
Though he can move to reach it, constantly switching between
object interaction and movement control breaks the natural
rhythm of the operation and adds significant cognitive over-
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Figure 1: Automatic scaling of the world when the user grabs and releases an object.

head.  We developed a convenient automatic scaling mecha-
nism as a way to allow the user to interact instantly with ob-
jects lying at any distance as though they were within arm's
reach.

Selected objects that fall outside of the reach of the user are
brought instantly into reach by automatically scaling down the
world about the user.  For example, if the user's arm is extended
0.5 meters, the application brings a selected object that is 5
meters away to the user's hand by scaling down the world by a
factor of 10 (see Figure 1)1.  Scaling takes place at the start of
each manipulation and is reset when the user is done (when the
user grabs and then releases an object, for example).

The scaling factor used to scale down the world (or conversely,
scale up the user) is equal to the ratio of the distance of the ob-
ject being manipulated to the distance of the user's hand:

head_ object

projection of head_ hand onto head_ object

where head_object is the vector from the user's head (defined to
be the midpoint between the user's eyes) to the object, and
head_hand is the vector from the user's head to his hand.

If the center of the scaling operation is chosen to be the point
midway between the user's eyes, he will be unaware, usually,
that scaling has taken place, due to the ambiguity of perspec-
tive projections.  This is particularly true if the inter-pupilary
distance used to compute stereo images is also adjusted by the
same scaling factor.  This saves the user's having to reconverge
the eyes.  The most noticeable change is an apparent change in
the size of the user's hand (which was not scaled).  This can be
offset by using non-realistic hand representations such as 3D
crosshairs whose size is harder for the user to estimate visually.

A more implicit effect of the scaled-down world is the more
dramatic effects of head movements; a small movement left-to-
right may enable the user to see a big object such as a house
from different sides, as though it were a dollhouse.  While, in
general, this is desirable, in some cases head motion can result
in distracting movement of small, nearby objects.

1 More precisely the object will move to a point on the surface of a sphere
whose radius is equal to the user's current arm extension.  The object will
move to the user's hand only if his hand lies along the vector from the scaling
center (the point midway between the user's eyes) to the object.  This is the
case when the user's hand visually occludes the object.

4 SAMPLE INTERACTION
TECHNIQUES

4.1 Direct Manipulation

4.1.1 Scaled-world grab for manipulation

An example of the power of automatic scaling is scaled-world
grab.  In scaled-world grab, the world is automatically scaled
down about the user's head every time he grabs an object and
scaled back up when he releases it.  With the object at the user's
hand he can exploit proprioception, stereopsis, and head-mo-
tion parallax as he grabs an object and moves it.

Scaled-world grab is a powerful technique with an important
property: it minimizes user work for a given result. With
scaled-world grab the user can bring the most remote object in
the scene to his side in a single operation; he doesn't have to
fly (or worse, walk) to reach it or repeatedly grab, drop, and re-
grab the object to reel it in.  Furthermore, since the scale factor
is automatically set, the user can manipulate near and far ob-
jects with equal ease.  Scaled-world grab makes excellent use of
a user's proprioceptive information for radial object move-
ment, too: if the user halves his arm extension, the distance to
the object will be halved.  Movement of an object is easy for
the user to control, predict and understand.  Scaled-world grab is
a surprising yet intuitive technique.  In our informal user trials
we have observed that users are often surprised to learn that
scaling has taken place, and that they have no problem using
the technique.

Related Work

The principles on which scaled-world grab is based have their
foundations in the lessons we learned while exploring other
forms of remote object manipulation.

Originally, for example, we tried the remote manipulation of
objects via laser beams [Mine 1996, Mine 1997] (and later
spotlights, following [Liang 1994]).  We found, however, that
even though these beams extend a user's reach, they are effec-
tive only for translations perpendicular to the beam direction
and rotations about the beam axis.  While it is easy to move an
object about in an arc, translations in the beam direction and
arbitrary rotations are much more difficult, requiring the user to
repeatedly grab, move, drop, and re-grab the object.

A very effective way to specify arbitrary rotations is to use an
object centered interaction paradigm [Wloka 1995, Mine 1997]
in which changes in pose of the user's hand are mapped onto
the center of a remote object.  One technique we developed that
grows out of this paradigm we call extender grab.  Changes in
orientation of the user's hand are applied 1:1 to the object's
orientation.  Translations are scaled by a factor which depends
upon the distance of the object from the user at the start of the
grab.  The further away the object, the larger the scale factor.



By automatically setting the scale factor based on object dis-
tance, extender grab enables a large dynamic range of manipu-
lation. No matter how far away an object lies, it can be brought
to the user's side in a single operation.  A key distinction be-
tween scaled-world grab and extender grab is that in the latter,
manipulanda are not necessarily co-located with a user's hand as
they are in scaled-world grab.  This makes it harder for the user
to exploit proprioception to determine object position and ori-
entation.  Similar techniques have been presented in [Bowman
1997] and [Pierce 1997].  In Pierce's techniques, the user inter-
acts with the two-dimensional projections of 3D objects on the
image plane.

A closely related technique for extending a user's reach called
go-go interaction has been developed by Poupyrev et al. at the
University of Washington [Poupyrev 1996].  In go-go interac-
tion a user's virtual arm extension is a function of his physical
arm extension, with a 1:1 mapping applied close to the user's
body and a nonlinear function used further out.  The maximum
distance a user can reach depends upon the length of the user's
arm and the scaling function used.  Go-go interaction may re-
quire different scaling functions in scenes with different distri-
butions of objects (i.e. mostly nearby or faraway).

Scaled-world grab has some common features with the Worlds-
in-Miniature (WIM) paradigm (see [Pausch 1995, Stoakley
1995, Mine 1996, Mine 1997] and related earlier work in
[Teller 1991]), in which objects are brought into reach in the
form of a miniature copy of the environment floating in front
of the user.  WIMs have shown excellent promise in areas such
as remote object manipulation and wayfinding.  With a WIM,
users can perform large scale manipulations of remote objects
(moving a chair from one room in the house to another, for ex-
ample) simply by manipulating the corresponding miniature
copy in the WIM.

One drawback we have found with WIMs is that they force one
to split limited display real estate between the miniature copy
and the original environment.  In addition, we have found that
fine-grained manipulations can be difficult, particularly if the
user is forced to hold a copy of the entire environment in his
hand (as was the case in our system).  If the entire environment
has been scaled down to WIM size, individual scene elements
may be quite small, and thus difficult to see, select, and manipu-
late.  Note that manipulations at arbitrary resolutions would be
easier if the user could interactively select a subset of the envi-
ronment to view in the WIM (choosing to look at a single
room instead of the whole house, for example).  In that case the
WIM could be thought of as a more general three-dimensional
windowing system.

4.1.2 Scaled-world grab for locomotion

Automatic world-scaling also yields a useful locomotion mode,
in which the user transports himself by grabbing an object in
the desired travel direction and pulling himself towards it.
With scaled-world grab the user can reach any visible destina-
tion in a single grab operation.

Since the point of interest is attached to the user's hand he can
quickly view it from all sides by simply torquing his wrist.
Alternately, if the virtual world stays oriented with the labora-
tory (which aids wayfinding), the user can swing himself about
the point of interest, in a fashion similar to orbital mode
(discussed later), by holding it in front of his face while he
turns around (the world pivoting about his hand).

A similar movement metaphor called virtual walking is used in
MultiGen's SmartSceneTM application [MultiGen 1997].  With

virtual walking users can pull themselves through the envi-
ronment hand-over-hand, like climbing a rope.  Virtual walk-
ing, however, is more suitable for the exploration of nearby
objects since the extent of the pulling operation is limited to
the reach of the user.  To go much further the user must either
invoke a separate scaling operation, to scale down the world
until the desired destination is within reach, or switch to an al-
ternate movement mode such as two-handed flying.

4.2 Physical Mnemonics
We call the storing of virtual objects and controls relative to
the user's body physical mnemonics.

4.2.1 Pull-down menus

A thorny problem is the management and placement of virtual
menus.  If menus are left floating in space they are difficult to
find.  If they are locked in screen space they occlude parts of the
scene.  One solution is to keep the menu hidden and use a vir-
tual button (like a menu bar) or a physical button to invoke the
menu.  However, small virtual buttons that minimally occlude
are difficult to hit, and the cost of dedicating a physical button
just for menu activation is high, since the number of buttons
available on an input device is inherently limited.

As an alternative, we propose that one can hide virtual menus
in locations fixed relative to the user's body, just above his cur-
rent field of view for example.  To access a menu the user sim-
ply reaches up, grabs it, and pulls it into view.  The user can
then interact with the menu using his other hand (if two hands
are available) or through some form of gaze-directed interac-
tion.  Once the user is done with the menu he lets go, and it re-
turns to its hiding place.  This obviates a dedicated menu but-
ton, avoids occlusion by the menu, uses an existing operation
for menu invocation, and keeps menus easy to find and access.
In informal trials we have found that the user can easily select
among three menus from above his field of view; one up and to
the left, one just above, and one up and to the right.

The user's body can similarly be used to locate other tools or
mode switches.  Widgets for changing the viewing properties
can be stored by the user's head; widgets for manipulating ob-
jects can be stored by the user's hands.  The user 's own body
parts act as physical mnemonics which help in the recall and
acquisition of frequently used controls.  Furthermore, since the
user is interacting relative to his own body, controls can re-
main invisible until acquired and can snap back to their hiding
place when no longer needed.  This minimizes occlusion of the
scene by the virtual controls.

4.2.2 Hand-held widgets

In [Conner 1992], widgets (such as handles to stretch an ob-
ject) were attached directly to the objects they control.  To use
such object-bound widgets in an immersive environment re-
quires either the ability to reach the widget or some form of at-
a-distance interaction.  As an alternative we developed hand-
held widgets: 3D objects with geometry and behavior that ap-
pear in the user's virtual hand(s).  Hand-held widgets can be used
to control objects from afar like using a TV remote control (see
Figure 2).

We prefer hand-held widgets to object-bound ones for several
reasons.  First, we have observed in both formal user studies
(Section 5) and informal user trials that users can select and
work with hand-held widgets (assisted by proprioceptive in-
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Figure 2: Using a hand-held widget.

formation) more easily than they can with object-bound wid-
gets (whose position can be deduced only visually).  Second,
hand-held widgets enable a user to interact with selected objects
from afar; he doesn't have to reach an object to use its widgets.
Third, hand-held widgets reduce visual clutter, since each object
doesn't have to have its own set of widgets, only a single copy
of each kind of widget is needed.  Finally, hand-held widgets
eliminate obscuration of an object by its widgets.  As a result
of these factors, we find that it is preferable to work with wid-
gets held in the hand, even though at-a-distance interaction
with object-bound widgets could be accomplished using image-
plane interaction techniques or automatic scaling.

4.2.3 FoV-Relative mode switching

One knows when one's hand or foot is in one's field of view
(FoV), and one knows intuitively how to bring it into view.
We have found that this can be effectively used for mode
switching.  Applications can, for example, switch between dif-
ferent forms of object selection.  Occlusion selection, the se-
lection of objects that visually lie behind a hand-attached cur-
sor [Pierce 1997], requires the user's hand to be visible.  The se-
lection of objects pointed at by a laser beam or spotlight at-
tached to the user's hand, does not.  A logical and intuitive form
of body-relative mode switching is to automatically change be-
tween occlusion selection to ray casting whenever the user's
hand moves out of/into his current field of view.

4.3. Gestural Actions
We demonstrate how intuitive gestures can be augmented in
powerful ways.

4.3.1 Head-butt zoom

Promising results have been reported on the potential of head
pose as an auxiliary channel into the system.  In orbital mode,
for example, the user's head orientation is tracked and mapped
so as to move the viewpoint of the user about the surface of a
virtual sphere surrounding an object [Chung 1994].  Orbital
mode is an excellent example of a technique not possible in the
real world that gives the user power in the virtual environment.
Chung found radiologists preferred it over six other methods of
view-direction control such as mouse, joystick, and walka-
round, and hypothesized that that was because it minimized
work.

We developed head-butt zoom as another way for head motion
to be used in controlling interaction.  We have observed that
users routinely and frequently switch between close-up local
(and detailed) views and pulled-back global (and simplified)
views when using interactive design systems, whether architec-
tural CAD, molecular map tracing, or technical illustration
preparation. Head-butt zoom enables a user to switch quickly
between these two types of views as simply as leaning forward
for a closer look.

Setting up head-butt zoom is similar to using a zoom tool in a
conventional through-the-window application.  The user
frames the chosen detailed subset of his current view using a
screen-aligned rectangle in front of his face.  He sizes the rect-
angle like a movie director framing a shot; the position of his
hands setting the corners of the rectangle (Figure 3).  The size
of this rectangle determines the zoom factor; its placement in
world space determines the transition point.  To remind the user
that he is in head-butt zoom mode, a semi-transparent rectangle
is left floating in space.

Figure 3: Setting up head-butt zoom

The user switches between the two views simply by leaning
forward and backward.  Lean forward (across the plane of the
rectangle) to get a close-up and detailed view; lean back to re-
turn to the normal view.2  If the user wishes to remain in the
close-up view, he simply steps forward, at which point he will
translate to the point of view of the zoomed-in view.  Stepping
back, he will return to the original view.

Instead of having the user explicitly frame a region of interest,
the current zoom factor can be based upon the currently selected
object (chosen so that when he leans forward the object fills
his field of view).  This mode makes it easier to integrate head-
butt zoom with other forms of interaction, since the user does
not have to interrupt his current operation in order to switch
modes and specify a zoom rectangle.

Head-butt zoom makes good use of an additional input channel,
i.e., head position.  Users can change zoom levels without hav-
ing to interrupt the current operation they are performing with
their hands.  Head-butt zoom also makes good use of limited
display space, since one no longer needs to share screen space
between versions of the same scene at different scales, as in
World-In-Miniature.

2 Note that head-butt zoom can also be used to switch between other kinds of
viewing modes.  E.g., the user could lean forward to get a wireframe view,
lean back to get a full shaded representation.



4.3.2 Look-at Menus

Head orientation can be used instead of the traditional hand po-
sition to control the cursor used to select an item from a menu.
To select one turns the head instead of moving the hand.  The
pick ray is fixed relative to the head (thus tracking head mo-
tion, see Figure 4).  This gives an intuitive way to select an
item simply by looking at it.  To confirm selection, the user
presses a physical button or, with pull-down menus, releases
the menu.

Figure 4: Look-at menu.

4.3.3 Two-handed flying

Numerous results describe the benefits of two-handed input in
interactive applications ([Buxton 1986, Bier 1993, Shaw
1994, Goble 1995, Mapes 1995, Cutler 1997, Zeleznik 1997]
and [Guiard 1987] for more theoretical foundations).  We have
found two-handed flying an effective technique for controlled
locomotion.  The direction of flight is specified by the vector
between the user's two hands, and the speed is proportional to
the user's hand separation (see Figure 5)3.  A dead zone (some
minimum hand separation, e.g. 0.1 meters) enables users to
stop their current motion quickly by bringing their hands to-
gether (a quick and easy gesture).  Two-handed flying exploits
proprioception for judging flying direction and speed.

Two-handed flying is easier ergonomically than conventional
one-handed flying in which the user's hand orientation speci-
fies direction and arm extension specifies speed.  Flying back-
wards using one-handed flying, for example, requires the user to
regrab the input device or to turn his hand around awkwardly.
With two-handed flying the user simply swaps his hands.
Moreover, speed control based on hand separation is less tiring
than speed control based on arm extension, the user doesn't
have to hold his hands out in front of his body.

4.3.4 Over-the-shoulder deletion

A common operation is deletion; users need an easy way to get
rid of virtual objects.  Over-the-shoulder deletion is an intuitive
gesture that exploits body sense.  To delete an object the user
simply throws it over his shoulder.  It is easy to do, easy to re-
member, and it does not use up any buttons or menu space.  It is

Direction of Flight

Figure 5: Two-handed flying.

3 A similar flying technique has been implemented by Mapes and colleagues in
MultiGen's SmartSceneTM [MultiGen 1997].

unlikely to be accidentally invoked, since users do not typi-
cally manipulate objects in that region.

The space behind a user's head can be treated as a virtual clip-
board.  A user can later retrieve the last object deleted by sim-
ply reaching over his shoulder and grabbing it.

5 USER STUDIES

To evaluate some of the core aspects of body-relative interac-
tion we performed two formal user studies, a virtual-object
docking task, and a widget interaction task.

5.1 Virtual-Object Docking
The goal of this experiment was to explore the differences be-
tween manipulating virtual objects that are co-located with
one's hand and manipulating objects at a distance.  The experi-
ment was a repeated measures design with three primary exper-
imental conditions: the manipulation of objects held in one's
hand, objects held at a fixed offset, and objects held at an offset
which varied with the subject's arm extension.  These three
conditions were abstractions of three forms of remote object
manipulation: scaled-world grab, laser beam interaction, and
extender grab.  Our hypothesis was that the manipulation of
objects co-located with one's hand is more efficient than the
manipulation of objects held at an offset.

5.1.1 The Experiment

Subjec t s

Eighteen unpaid subjects (7 female, 11 male) were recruited
from staff and students at the University of North Carolina-CH.

The Task

The virtual environment consisted of target shapes and hand-
held docking shapes.  Target shapes were semi-transparent red
cubes floating in space in front of the subject.  Hand-held dock-
ing shapes were fully opaque blue cubes attached to the
subject's hand.  Docking shapes were either co-located with the
subject's dominant hand or at some random initial offset
ranging from 0.1 - 0.6 meters.

The task given to the subjects was to align the hand-held dock-
ing cube with the target cube floating in space as quickly as
possible.  Target cubes were presented to the subject one at a
time.  Each time the subject successfully aligned the docking
cube with the target cube, both the target cube and docking cube



would disappear from their current locations and then reappear
in their new locations.

The subject controlled the virtual docking cube using a small
styrofoam cube held in his dominant hand.

5.1.2 The Results

Table 2 presents the overall means obtained in each experimen-
tal condition.

C o n d i t i o n Mean (sec) Std. Dev. (sec)
In hand 3.87 2.05

Fixed offset 5.10 3.83
Variable offset 4.96 4.48

Table 2: Mean trial completion time.

Results were analyzed using a one-way multivariate analysis of
variances (MANOVA), repeated measures design.  This analysis
revealed significant differences among the mean trial comple-
tion times for the three manipulation techniques F(2,16) =
7.86; p < 0.005.  Contrasts of trial completion times showed
that the manipulation of objects co-located with one's hand was
significantly faster than the manipulation of objects at a fixed
offset (F(1,17) = 16.70; p < 0.001), and the manipulation of
objects at a variable offset (F(1,17) = 8.37; p = 0.01).  No sig-
nificant difference was found between the manipulation of an
object at a fixed offset and one at a variable offset (F(1,17) =
0.25; p = 0.62).

Analysis of a post-test questionnaire also revealed a preference
for the manipulation of an object co-located with one's hand,
subjects rated it significantly higher than the manipulation of
an object with an offset.

5.2 Virtual-Widget Interaction
This experiment explored the differences between interacting
with a widget held in one's hand and interacting with a widget
floating in space.  Our goal was to see if subjects could take ad-
vantage of proprioception when interacting with widgets held
in their hand.  Our hypothesis was that it would be easier for
subjects to interact with hand-held widgets than it would be for
them to interact with widgets floating in space.

5.2.1 The Experiment

Subjec t s

The same eighteen subjects used in the object-docking experi-
ment were used in this experiment.

Task

The virtual environment consisted of a three-dimensional cur-
sor, a virtual widget, a current-color indicator, and target ob-
jects.  The three-dimensional cursor was a small sphere attached
to the subject's dominant hand.  The virtual widget consisted of
three orthogonal rods with colored spheres at each end (for a to-
tal of six spheres).  The widget was either attached to the sub-
ject's non-dominant hand or was fixed floating in space.  The
current-color indicator was an additional colored sphere that
was fixed in the upper right hand corner of the subject's dis-
play.  Finally, the target objects were red semi-transparent
cubes which appeared at random positions and orientations
about the subject.

Each trial was broken down into three phases.  First, the sub-
ject moved the 3D cursor to the indicated point on a virtual
widget (one of the six colored spheres).  Next, he performed an

unrelated abstract task (moving his hand from the widget to a
target cube and clicking on the input button).  This made the
target cube and widget disappear.  Finally, he returned his hand
as closely as possible to the original point of interaction on
the virtual widget, without visual feedback.  The dependent
variable measured was the positional accuracy with which the
user could return his hand to a point in space.

5.2.2 The Results

Table 3 presents the overall means obtained in each experimen-
tal condition.

C o n d i t i o n Mean (cm) Std. Dev. (cm)
Hand held 5.1 4.0
In space 10.4 6.1

Table 3: Mean positional offsets

Results were analyzed using a one-way analysis of variances
(ANOVA), repeated measures design.  This analysis revealed a
significant difference in positional accuracy between widgets
held in one's hand and widgets fixed in space F(1,17) = 115.52;
p < 0.001.  Contrasts of positional accuracy showed that sub-
jects were able to return to a position relative to their own hand
more accurately than a position fixed in virtual space.

Analysis of a post-test questionnaire also revealed a preference
for interaction with widgets held in one's hand, subjects rated it
as being easier, more precise and better overall.

6 FUTURE WORK

We continue to explore additional means for compensating for
the lack of haptic feedback in immersive virtual worlds.
Though proprioception greatly enhances virtual-environment
interaction, precise manipulation is still harder in virtual
spaces than in real space.  Several factors complicate fine-
grained manipulation.

First, the lack of physical work surfaces and haptic feedback
makes the controlled manipulation of virtual objects much
more difficult.  Users typically manipulate virtual objects by
holding their arms out without support.  In the real world, a
person generally grounds the arm at the forearm, or elbow, or
heel of hand to steady hand motions and to reduce fatigue when
performing precise manipulation.

Second, humans depend upon naturally occurring physical con-
straints to help determine the motion of objects they are ma-
nipulating (sliding a chair along a floor, for example).
Whereas it is possible to implement virtual equivalents of
physical constraints [Bukowski 1995], it is more difficult for
the user to take advantage of these constraints without haptic
feedback.  He can only see that the chair is on the floor, he
can't feel the contact, hear it, or sense the vibration as the chair
slides.

Third, users in a virtual world must typically do without the
fingertip control they rely on for the fine-grained manipulation
of objects in the real world.  Instrumented gloves have shown
some promise for the fine-grained manipulation of objects, but
they have proven difficult to use in practice [Kijima 1996].

One approach we are exploring to give users a real surface on
which they can work using haptic constraints is to provide a
hand-held tablet (following the lead of [Sachs 1991] and
[Stoakley 1995]).  The tablet can be used as a two-dimensional
drawing surface (to define detailed two-dimensional shapes) or
it can be used as the input space for a two-dimensional menu



(allowing users to interact precisely with widgets and con-
trols).

If the user interacts with the tablet using a hand-held stylus, he
can take advantage of the user's fingertip control precision.  In
addition the friction between tablet and stylus and the ground-
ing of the stylus against the tablet give the user better control.

To provide a larger work surface the tablet can be docked in a
larger fixed physical surface such as a lectern or a drafting table
which can also provide grounding and support during object
manipulations (see related work in [Mapes 1995]).
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